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ABSTRACT

The spatial structure of bias errors in numerical model output is valuable to both model developers and
operational forecasters, especially if the field containing the structure itself has statistical significance in the
face of naturally occurring spatial correlation. A semiparametric Monte Carlo method, along with a moving
blocks bootstrap method is used to determine the field significance of spatial bias errors within spatially
correlated error fields. This process can be completely automated, making it an attractive addition to the
verification tools already in use. The process demonstrated here results in statistically significant spatial bias
error fields at any arbitrary significance level.

To demonstrate the technique, 0000 and 1200 UTC runs of the operational Eta Model and the operational
Eta Model using the Kain–Fritsch convective parameterization scheme are examined. The resulting fields
for forecast errors for geopotential heights and winds at 850, 700, 500, and 250 hPa over a period of 14
months (26 January 2001–31 March 2002) are examined and compared using the verifying initial analysis.
Specific examples are shown, and some plausible causes for the resulting significant bias errors are pro-
posed.

1. Introduction

Forecast systems, in particular numerical forecast
models, are always wrong. “How wrong are they?” is
the question forecasters face daily, sometimes hourly.
Sometimes the errors, while never exactly zero, are
trivially small. Other times, the errors can be large and
have serious adverse effects on the resulting forecast.
Understanding and interpreting errors in model guid-
ance is why human forecasters are an indispensable
part of the forecasting process (e.g., Brooks et al. 1992).
Fletcher’s (1956) prescience is still valid today: “The
machine forecast always will be, on the average, really
the worst product which the forecaster can put out—he
can always do as well as the machine because it is his
servant and he has the product at his disposal and he

always has the opportunity to let his brain (which the
machine does not have) improve it.” One approach
forecasters can use to improve upon a forecast is knowl-
edge of the statistical structure and nature of spatial
bias errors in the guidance and resulting forecasts.

Forecasters and modelers may use various ap-
proaches to understand errors inherent in numerical
guidance. First, they might consider a comprehensive
statistical measure. Perhaps the least useful for this ap-
plication, but one easily implemented, is root-mean-
square error (rmse) over the model domain as a func-
tion of forecast lead time. This is a poor choice for two
primary reasons: rmse provides no insight into the spa-
tial error distribution, nor does it yield any information
about bias in the forecast.

Second, modelers and forecasters may try to under-
stand how errors occur under similar circumstances
through the use of analogs. Phenomenologically driven
studies strive to gain insight into the nature of model
errors for particular phenomena. For example, numer-
ous studies are available concerning cyclone tracks and
development, with lee cyclogenesis receiving particular
attention (e.g., Mullen and Smith 1993; Smith and
Mullen 1993; Schultz and Doswell 2000). Other studies
examine how well models can forecast surface trough
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passages (Colle et al. 2001) and tropical storms (e.g.,
Powell and Aberson 2001).

Third, modelers and forecasters may need to under-
stand errors in certain geographical regimes. Much pre-
vious work on model verification, particularly meso-
scale model verification, has centered on limited areas.
Three examples include Monobianco and Nutter (1999)
who examine the 29-km Eta Model performance over
the Florida peninsula; White et al. (1999) who show
quantitative verification fields for six different models
over the western United States, demonstrating notable
differences between each model’s performance; and
Mass et al. (2002) who examine the relationship be-
tween model performance and horizontal grid spacing.
Some work has also been aimed at how well an en-
semble predicts the occurrence of a particular flow re-
gime over limited areas (e.g., Chessa and Lalaurette
2001).

Finally, another method examines spatial bias errors.
Examples include Caplan and White (1989), Livezey
and Chen (1983), Colby (1998), White et al. (1999), and
Colle et al. (2000, 2003a,b). While conceptually
straightforward, results from works like these may be
difficult to interpret unambiguously. In other words, if
a particular mean error is observed at a particular grid
point, is that error statistically significant given both the
variance at the grid point, and especially the overall
spatial error variance structure of the error field? Stud-
ies that examine statistically significant spatial bias er-
rors over extended periods are scarce. This is the ques-
tion that motivates us because the physical significance
and physical basis of bias errors cannot be generally
addressed by either forecasters or model developers
until those errors are known to be statistically signifi-
cant. Errors that are not statistically significant may, or
may not, have a coherent underlying cause. Yet, errors
that are statistically significant are reliable in the sense
that they are likely due to some physical weakness or
inaccuracy in the model system or possibly in the initial
conditions. Note, however, that statistical significance
does not guarantee the ability to unravel the underlying
physical basis for errors. Neither does statistical signifi-
cance invariably connote physical significance. Small,
statistically significant errors may not imply a physically
or practically significant model error. No statistical
method can account for careless experimental design,
and no statistical method will identify the physical pro-
cess underlying the error generation. Decomposing the
nature and source of such errors is addressed in Mur-
phy (1995).

In this paper, we use standard, easily implemented
methods to find statistically significant differences be-
tween any two fields. These fields need not be on a

regular grid, though the examples that follow are per-
formed on such a grid. The only necessity is that the
points making up the forecast field must be accompa-
nied by collocated verification values. Hence, this
method may be used for assessing statistically signifi-
cant errors in forecasts, defined either as the difference
between a forecast and verification field, or the differ-
ence between two error fields from two different fore-
casts. The method is based on previous work by
Livezey and Chen (1983) and utilizes straightforward,
common statistical techniques that can be easily imple-
mented on modern desktop computers. No special or
proprietary software is needed to implement these
techniques and they can be run automatically. The re-
mainder of the paper is organized as follows. Section 2
discusses the technique applied to obtain statistically
significant error fields. Section 3 describes the data
used to demonstrate the analysis method. Section 4
provides a demonstration of the technique, and section
5 concludes with a discussion of the results.

2. Analysis technique

The analysis technique in this paper aims at estab-
lishing field significance, as described and defined by
Livezey and Chen (1983). There are two separate sig-
nificance levels that must be considered: local signifi-
cance and field significance. Local significance tests sta-
tistical significance at individual grid points. A moving
blocks bootstrap (Efron and Tibshirani 1993; Davison
and Hinkley 1997; Wilks 1997) is used to create 95%
confidence intervals (�p � 0.05) around the mean bias
errors at each grid point. A moving blocks bootstrap is
used because there is serial dependence in the errors at
each grid point (the typical lag-1 autocorrelation in
these data is about 0.2). A moving blocks bootstrap
differs from a regular bootstrap in that the data are
resampled in contiguous blocks, rather than by indi-
vidual values (Fig. 1). This technique helps preserve the
autoregressive structure within the data. Because mov-
ing blocks bootstrap resampling invariably results in
some whitening of the time series, more sophisticated
methods for postblackening must be employed if serial
dependence is a serious concern (Davison and Hinkley
1997). If the lag-1 autocorrelation at grid points that
display the strongest autocorrelation is used as a bench-
mark, a block size of 7 seems reasonable for these data
and this application (Fig. 2).

If the resulting confidence interval about the mean
error does not contain zero, then the individual grid
point is considered to possess statistically significant
bias. If the confidence interval contains zero, the mean
error at that grid point is not significantly different from
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zero. Hence, the result of this test is binomial at each
grid point. While this process is similar in concept to the
t test, it is free from parametric assumptions.

Field significance is not quite so straightforward and
depends on spatial correlation. Spatial correlation de-
scribes how variations at one grid point are reflected at
other grid points, due to physical processes covering
areas larger than the grid spacing. Spatial correlation is
present in nearly all meteorological fields. Were this
not the case, plotted fields would possess no spatial
coherence and would look like noise. The more struc-
ture a field possesses, the noisier it looks; the less struc-
ture it possesses, the smoother it looks. Fields rich in
structure, but lacking in repeating patterns, tend to lack

spatial correlation. The amount of structure in a field
may be likened to how many independent modes are
contained in the field (Livezey and Chen 1983; Wang
and Shen 1999).

Livezey and Chen (1983) appeal to the binomial dis-
tribution to develop a Monte Carlo method to deter-
mine what proportion of the grid points must yield sta-
tistically significant test statistic results for overall field
significance of the test statistic at some �f significance
level (here, �f � 0.05, and the result at each grid point
is binomial, with � � �p, and number of trials n �
number of grid points). Their technique is also called
the B (for binomial or Bernoulli) method in Wang and
Shen (1999), who show that it is more accurate than
either the �2, the Z (which depends on the Fisher Z
transformation), or the S (which assumes that the ratio
of the mean variance over the variance of the mean
yields the spatial degrees of freedom) methods. Wang
and Shen (1999) also show that about 3000 Monte
Carlo trials are needed for a standard error of about
10% in the spatial degrees-of-freedom estimate (or, al-
ternatively, the estimate of the proportion of the grid
occupied by significant errors). Hence, 3000 Monte
Carlo trials are used here.

Briefly, the Monte Carlo process under the B method
proceeds as follows: 1) generate a series of random
numbers whose length equals the length of the error
time series.1 For example, if there are 100 days of data,
then this series contains 100 elements. 2) Compute the
correlation between this series and the time series of
errors at each grid point; there are as many correlation
values as there are grid points. 3) Determine what pro-
portion of these correlation values is statistically signifi-
cant. After all trials are complete, determine the (1 �
�f) quantile of the resulting distribution. If the propor-
tion of grid points with significant bias exceeds this
threshold, the spatial bias has field significance. Thus,
the B method returns the proportion of grid points that
could have significant errors at �p purely by chance at
some field-significance level, �f. If the proportion of
grid points with significant errors falls within the upper
�f tail of the Monte Carlo distribution, the errors pos-
sess field significance at �f. To compare the errors be-
tween two different models requires only the difference
between two error fields; the rest of the process remains
identical.

1 Note that the random number series need not be normally
distributed, though random numbers drawn from an N(0, 1) dis-
tribution are used here. If U is the vector of random numbers and
X is the time series at a grid point, then all that is required is that
E(XU) � E(U)E(X). In many cases, uniform random numbers
are more stable, cheaper, and easier to generate.

FIG. 2. The error in the block-bootstrap lag-1 autocorrelation
estimate as a function of block size. The error bars show the 95%
confidence interval for the lag-1 autocorrelation error. The hori-
zontal reference line shows the zero error for the given series.
Note that the mean underestimate of the lag-1 autocorrelation
remains nearly constant as block size increases beyond about 7.

FIG. 1. A schematic diagram of the moving blocks bootstrap for
time series data. The black dots are the original time series. A
bootstrap resample of the time series (empty circles) is generated
by choosing a block length (“3” in this example) and sampling
with replacement from all possible contiguous blocks. Note that
the block size need not be a multiple of the time series length, and
that the set of blocks used for any particular resampling need not
start at the first position (from Efron and Tibshirani 1993, used
with permission).
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Schematically, the steps of performing the analysis
are as follows:

1) Grid point significance:
(a) Generate a matrix of forecast errors for each

day, at each grid point. Thus, there will be as
many columns of data as there are days, and as
many rows as there are grid points.

(b) At each grid point, estimate the distribution of
the mean forecast bias using a moving blocks
bootstrap. For these data, a block size of about
7 works well.

(c) Compute mean error and confidence limits
based on the desired � level at each grid point.

(d) Using the confidence limits computed in (c), de-
termine what proportion of grid points contains
significant bias errors, given by the number of
grid points with bias errors significant at �p di-
vided by the total number of grid points.

2) Spatial mode computation:
(a) Use the Monte Carlo method developed in

Livezey and Chen (1983) to estimate the distri-
bution of the proportion of grid points that
could contain significant bias purely by chance.

(b) Compare this to the proportion of grid points
that posses significant bias errors. If the propor-
tion of grid points with significant bias errors
falls within the upper �f tail of the Monte Carlo
distribution, then the bias errors have field sig-
nificance.

This approach is attractive because the entire process is
automated through the moving blocks bootstrap and
Monte Carlo approach; at no point in the analysis does
the analyst have to actually know the spatial degrees of
freedom. In addition, this approach is practically non-
parametric, depending only upon resampling tech-
niques and Monte Carlo simulation (the Monte Carlo
simulation step uses as the null distribution the bino-
mial distribution with as many independent trials as
there are grid points and so is not strictly distribution-
free). Of course, the analyst must still examine the re-
sulting error fields and make subjective judgments
about their reasonability.

3. Data

Selected output from the National Centers for Envi-
ronmental Prediction (NCEP) operational Eta Model

(hereafter referred to simply as Eta; Black 1994) and a
version of the Eta run locally at the National Severe
Storms Laboratory (NSSL) called the EtaKF (Kain et
al. 2001) are archived. The EtaKF model differs in
three significant ways from the Eta: 1) it uses the Kain–
Fritsch convective parameterization scheme (Kain and
Fritsch 1990, 1993; Kain 2004), 2) a different shallow
convective scheme is invoked (Baldwin et al. 2002), and
3) a fourth-order diffusion scheme, rather than the sec-
ond-order scheme in the Eta (Kain et al. 2001) is used.
Data are archived at the Storm Prediction Center
(SPC) and NSSL.

Archival commenced on 26 Jan 2001 and the data
were cut off for analysis on 31 Mar 2002. Because the
Eta Model changed grid resolution during this period
(discussed further in section 4), all data are neverthe-
less interpolated to the Automated Weather Integra-
tion and Processing System (AWIPS) 212 grid with 40-
km horizontal grid spacing. Only geopotential, u, and �
are archived for 850, 700, 500, and 250 hPa. To conserve
storage space, only that part of the grid that fully en-
compasses the continental United States (CONUS), a
fraction of southern Canada, and a fraction of northern
Mexico is archived.

Data for this analysis consist of 24-h forecasts from
the 1200 and 0000 UTC runs and their verifying analy-
ses. Any arbitrary forecast lead time could be used, but
the 24-h period is of particular interest to SPC forecast-
ers for their day-2 outlook product. Over the 429-day
period from 26 Jan 2001 to 31 Mar 2001, there are
periods of missing data. Hence, for the Eta there are
406 0000 UTC forecasts and 380 1200 UTC forecasts
with verifying analyses. For the EtaKF, there are 323
0000 UTC forecasts and 318 1200 UTC forecasts with
verifying analyses. The Eta data contain 13 272 grid
points, whereas the EtaKF contains 11 530 data points
for geopotential and 11 552 data points for winds. In-
tercomparisons between the models utilize a common
set of 11 530 grid points.

Using the Eta analysis for verification has drawbacks.
The most serious concern is how much the 24-h forecast
affects the verifying analysis. In locations where obser-
vations are scarce or nonexistent, the analysis will be
highly biased by the previous forecast. In data-rich re-
gions, such as the CONUS, the nature of the 4D Eta
Data Assimilation System (EDAS; Black 1994), which

→

FIG. 3. Errors (m) for the (a) 0000 and (b) 1200 UTC 24-h 500-hPa forecasts, and (c) the difference between the 0000 and 1200 UTC
errors (note different color scale limits). The observed coverage (minimum required coverage for 95% field significance) is 88.8%
(11.4%) for the 0000 UTC errors, 78.1% (11.3%) for the 1200 UTC errors, and 45.0% (9.6%) for the difference between the two. Areas
without shading are not significant at the 95% level, and dashed contours indicate the width of the 95% confidence interval (m), which
is simply the upper value of the 95% confidence interval minus the lower value.
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includes a large amount of observational data, tends to
mitigate this effect.

In all cases, the forecast values, the verification val-
ues, and the resulting errors are placed into matrices
whose rows are the grid points and whose columns are
the day. Once placed into matrices, forecast errors are
defined as E24 � F24 � O, where F24 is the matrix of
forecast values and O is the matrix of verifying values.
Thus, E24 is a 13 272 � 406 matrix for the 0000 UTC
Eta errors, a 11 530 � 318 matrix for the 1200 UTC
EtaKF geopotential errors, etc. In this way, all statistics
can be computed efficiently and simply. For example,
the row means of E24 represent the mean errors at each
grid point and individual days, or strings of days (for a
season, say). Selected rows may be extracted represent-
ing limited areas or “patches” for analysis.

4. Results

To show all verification statistics for all possible
fields and all model differences is not practical in this
venue. Hence, our examples are limited to those that
illustrate certain points. In addition, we do not intend to
dissect exhaustively Eta Model performance within this
paper. We show particular examples of ways in which
this technique might be used by developers and fore-
casters to understand physical processes behind model
performance.

a. Model updates

Over the 14 months of data analyzed in this paper,
the operational Eta Model underwent two major up-
dates (http://www.emc.ncep.noaa.gov/mmb/mmbpll/
eta.log.para.html). The first major update became op-
erational with the 1200 UTC 24 July 2001 cycle (Rogers
et al. 1999). This update included a modified three-
dimensional variational data assimilation (3DVAR)
analysis, used the 4-km NCEP National Precipitation
Analysis (stage II) in the Eta data assimilation system,
and made extensive modifications to the Eta Model
land surface physics. The second major update in-
creased horizontal and vertical resolution from 22 km/
50 levels to 12 km/60 levels, introduced a new cloud
microphysics scheme, and used an improved 3DVAR
initialization. The second major update became opera-
tional with the 1200 UTC 27 November 2001 cycle.
These two changes produce three subsets of data.

Are statistically significant changes in the spatial bias
errors associated with any of these Eta updates? While
a good question, the lack of parallel runs between the
post and premodified model versions of two model ver-

sions poses a serious problem because any significant
differences may be confounded by seasonal variability.
If there are no statistically significant differences,
model-based differences are unlikely.

An additional problem is that there are different
numbers of days within each data subset. While gener-
ating bootstrap confidence intervals about the mean
difference between different-sized datasets poses no
problem, the Monte Carlo correlation step requires a
matrix of error values at each time for each grid point.
Further, to retain the serial correlation structure within
the errors requires that all data in each matrix be con-
secutive, so data cannot be randomly extracted from
the larger dataset.

An obvious way around this dilemma is to truncate
the larger dataset so that there are as many days in it as
in the smaller dataset. Unless no differences are found,
or at least only marginally significant differences, ex-
haustively comparing each possible subset of consecu-
tive days that can be extracted from the larger dataset
to the smaller dataset may not be worth the effort. Not
only is such an exercise computationally expensive, but
the lack of parallel runs prevents any definitive results.
Hence, the central contiguous period in the larger
dataset is compared against the smaller dataset for only
a few select fields (500-hPa height, 850–700-hPa thick-
ness, and 700–500-hPa thickness).

The spatial bias errors between the different versions
of the Eta are highly significant for both the 0000 and
1200 UTC cycles for all of the fields mentioned above;
in the most marginal case, the threshold coverage for
significance is exceeded by a factor of 2, and more often
by a factor of 4. Even so, without parallel runs (as are
always performed and available within the Environ-
mental Modeling Center at NCEP), there is no good
way to determine if this difference is due to seasonal
changes or changes inherent in different model ver-
sions.

b. The 0000 versus 1200 UTC initializations and
interseasonal differences

Another aspect of our analysis compares the 0000
and 1200 UTC runs of the Eta to test for a signifi-
cant difference in the spatial bias between these two
initializations. Because there are a different number of
days in the 0000 and 1200 UTC datasets, the same tech-
nique used for the different innovations of the Eta
Model must be used here, and in any other instance
when the two datasets to be compared cover different
periods.

As an example, height errors for the 24-h forecasts
initialized at 0000 and 1200 UTC both possess field-
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significant bias errors. While the bias errors are similar,
they are not identical (Figs. 3a,b). The difference be-
tween these two fields is significantly different from
zero for 54.8% of the grid points. The Monte Carlo test
with 3000 trials requires significant results for only
about 9.8% of the grid points for field significance.
Hence, the difference between the 0000 and 1200 UTC
24-h height forecast errors is highly significant. The dif-
ference between the 850–700-hPa 0000 and 1200 UTC
thickness errors (not shown) also possesses field signifi-
cance, as 32.8% of the grid points are significantly dif-
ferent from zero, and the Monte Carlo test requires
only 10.2%. Significant differences between 24-h fore-
casts that result from the 0000 and 1200 UTC initializa-
tions still exist even when the data are separated into
seasons, where seasons are defined as DJF � winter,
MAM � spring, JJA � summer, and SON � autumn
(Table 1).

c. Spatial bias errors in thickness in the Eta and
EtaKF models

To show the effect that different model formulations
can have on the spatial bias errors, the thickness errors
at different layers are evaluated and compared for the
0000 UTC Eta and EtaKF models for all available days
using the methods described in section 3. Thickness

errors represent mean-layer temperature errors and
hence may act as a proxy for vertical temperature er-
rors (Table 2). All three layers for both models possess
field-significant spatial bias errors, and the differences
between the spatial bias errors also possess unambigu-
ous field significance (Table 3). Hence, not only are
there significant errors within the models themselves,
but the errors are significantly different between the
models.

Thickness errors in the 0000 UTC Eta Model are
negative over most of the domain in the 850–700- and
700–500-hPa layers (Figs. 4a,c), but positive over most
of the domain in the 500–250-hPa layer (Fig. 4e). Al-
though the errors are similar for the 0000 UTC EtaKF
in the 500–250-hPa layer (cf. Figs. 4e,f; maximum values
of �8.8 m for the Eta and �10.8 m for the EtaKF in
similar regions), the differences between the Eta and
EtaKF are substantial in the lower to midtroposphere,
especially in the eastern United States (cf. Figs. 4a,b
and 4c,d). In this case, the eastern United States is pri-
marily associated with negative (cold) errors in the Eta
and positive (warm) errors in the EtaKF (Figs. 4b,d).
That the contours in the 850–700-hPa thickness field
errors in the Eta parallel the coastline (Fig. 4a) suggests
that the physical basis for these errors may be related to
the supply of heat and/or moisture from the water and
its redistribution to the lower troposphere.

TABLE 2. Mean-layer height errors and equivalent U.S. Standard
Atmosphere, 1976 mean-layer temperature errors.

Layer Height error Temperature error

850–700 hPa 1 gpm 0.17 K
700–500 hPa 1 gpm 0.10 K
500–250 hPa 1 gpm 0.05 K

TABLE 3. Similar to Table 1, but for thickness errors in both the
Eta and EtaKF, along with thickness error differences between
the Eta and EtaKF.

Difference between
Eta and EtaKF
thickness errors

(by layer)

Observed
coverage

of significant
difference

(�p � 0.05)

Required
coverage
for field

significance
(�f � 0.05)

850–700 hPa 77.8% 9.4%
700–500 hPa 80.1% 10.0%
500–250 hPa 53.0% 10.5%
850–700 hPa (summer) 71.6% 9.3%
700–500 hPa (summer) 81.0% 9.0%
500–700 hPa (summer) 73.2% 10.0%
850–700 hPa (winter) 35.5% 9.6%
700–500 hPa (winter) 23.5% 10.0%
700–500 hPa (winter) 22.8% 11.4%

TABLE 1. Coverage (in %) of the difference between 24-h fore-
cast errors resulting from the 0000 and 1200 UTC initializations of
the NCEP Eta Model. The larger the difference between the re-
quired coverage and the observed coverage, the more significant
the results.

Pressure level
(hPa)

Observed coverage
of significant difference

(�p � 0.05)

Required coverage
for field significance

(�f � 0.05)

850, full period 55.1% 9.9%
700, full period 59.4% 10.2%
500, full period 45.0% 9.6%
250, full period 57.4% 9.9%
850, winter 28.9% 10.6%
700, winter 39.6% 10.9%
500, winter 33.6% 10.4%
250, winter 37.4% 11.2%
850, spring 46.7% 10.4%
700, spring 42.7% 10.2%
500, spring 29.7% 9.7%
250, spring 29.3% 10.2%
850, summer 23.7% 11.1%
700, summer 27.3% 10.9%
500, summer 27.3% 9.7%
250, summer 33.4% 10.0%
850, autumn 35.1% 11.4%
700, autumn 45.5% 11.1%
500, autumn 31.9% 10.7%
250, autumn 36.9% 10.5%
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Seasonal differences also exist between the two for-
mulations. Differences in the thickness errors in the
850–700-hPa and 700–500-hPa layers are more positive
(warmer) in the Eta and EtaKF during the summer
than in the winter (Figs. 5a–d). The 850–700-hPa thick-
ness errors over the water over the eastern United
States are nearly unchanged (Figs. 5a,c), which is evi-
dence that the physical basis for these errors is unaf-
fected by the seasonal cycle. It is certainly fair to inter-

pret Table 3 as showing an even higher confidence level
for summer than for winter.

In the winter (Figs. 5c,d) over land, the thickness
errors in the 850–700 hPa-layers were very similar in
the Eta and EtaKF runs. Because the convective pa-
rameterization schemes are less active in winter than in
summer, the summer differences must be strongly
driven by the differences in convective parameteriza-
tion schemes. Over the Gulf of Mexico and eastern

FIG. 4. Similar to Fig. 3, but for thickness errors for the 0000 UTC (left) operational Eta and (right) EtaKF significant at the 95%
level for the (top) 850–700-, (middle) 700–500-, and (bottom) 500�250-hPa layers.
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United States, the thickness errors in the Eta are nega-
tive, while in the EtaKF over that same region thickness
errors are positive. Nevertheless, the character of the
thickness errors changes in the Eta over the western
plains, where either positive errors or no significant
mean errors are found. In that same region, the EtaKF
also has positive errors or biases that are not statisti-
cally significant. In general, the Eta 850–700-hPa-
thickness biases are the lowest (coolest) over the ocean
water, and those biases tend to become more positive
with increasing surface elevation.

A key difference between the Eta and EtaKF runs
that may help to explain the disparity in the spatial
structure of thickness biases is the parameterization of
shallow convection. As discussed by Baldwin et al.
(2002), the Eta uses the Betts–Miller–Janjić (BMJ;
Betts 1986; Betts and Miller 1986; Janjić 1994) shallow
convective scheme, which vertically mixes heat and
moisture through the shallow cloud layer. In particular,
the BMJ scheme transports heat downward from cloud
top to cloud base and mixes moisture upward from
cloud base to cloud top. The specific vertical layers
affected by this mixing are determined by the position

of the shallow cloud in the vertical. Cloud base is as-
signed at the lifting condensation level determined
from the most unstable layer in the lower part of the
model atmosphere. Cloud top is defined as the model
level within 200 hPa above cloud base where the rela-
tive humidity decreases the most with height. The
EtaKF run also has a shallow convection component
(Kain 2004), but differs in that CAPE is required in the
cloud layer in order to produce active shallow convec-
tive mixing. Therefore, the overall magnitude and ver-
tical extent of the mixing is considerably less than what
is typically produced by the BMJ scheme in the Eta.

In regions where shallow convection is active, the Eta
is inclined to be cooler than the EtaKF in layers af-
fected by the upper part of the shallow convective pro-
cess and warmer than the EtaKF in the lower part of
the shallow cloud. Over the Gulf of Mexico and eastern
United States, the Eta is significantly cooler than the
EtaKF. Given the relatively low surface elevations in
that region, the shallow cloud top is typically found
near the 850–700-hPa layer, and the overall impact of
BMJ shallow convection in that layer is to cool and
lower the thickness values. On the other hand, in the

FIG. 5. Same as Fig. 4 but for 850–700-hPa (top) summer and (bottom) winter thickness errors.
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region of higher surface elevation and drier boundary
layer conditions typically found across the western
plains, the shallow cloud is likely to be positioned rela-
tively high in the atmosphere. Warming associated with
BMJ shallow convection near cloud base is speculated
to be the primary cause for the positive 850–700-hPa-
thickness bias found in the Eta over the western plains.

d. Spatial bias errors in height in the Eta and
EtaKF formulations

Spatial bias errors in geopotential height are a func-
tion of different vertical mass and temperature distri-
bution errors within the models. All levels of both the
0000 UTC Eta and EtaKF models possess bias errors in
height that have field significance, but the difference in
error structure between models is significantly different
only at 500 hPa (not shown). Yet, the thickness errors
are significant for all layers, a result that may not be
intuitive if the analysis is not performed directly on
thickness, instead of indirectly on heights alone.

For the 0000 UTC initialization, both models possess
negative bias errors in 850-hPa height east of the Rocky

Mountains, but the EtaKF errors are much more nega-
tive (Figs. 6a–d). At 700 hPa, both models also possess
negative height errors, but the Eta height errors are
considerably more negative than the EtaKF. Because
thickness is the 700-hPa height minus the 850-hPa
height, the EtaKF thickness is considerably larger than
the Eta thickness. The difference between the mean
thickness errors between the two models is also signifi-
cant. Hence, the difference in bias errors of thickness
between the two models has field significance. Because
this result may not be obvious by inspecting the height
fields alone, computing and then testing the derived
quantities themselves is required, instead of inferring
how the derived quantities might respond by examining
the parent variables.

e. Spatial bias errors in wind in the Eta Model

The spatial bias errors in the 700-hPa winds in the
0000 UTC Eta are shown in Fig. 7. The 700-hPa winds
are too strong and too westerly in the northern portion
of the domain and too weak in the southern part of the
domain. Some specific locations have noticeable errors

FIG. 6. Same as Fig. 5, but for (top) 850- and (bottom) 700-Pa geopotential height errors.
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that may be easy to explain physically, though a con-
clusive explanation requires more data than are avail-
able for this work. For example, waves over the north-
west United States and southwestern Canada suggest
some aspects of flow over topography are not properly
handled by the Eta Model. That these errors are per-
sistent enough to appear in this analysis suggests a
strong effect. Indeed, Gallus (2000) and Gallus and
Klemp (2000) show that the step coordinate used by the
Eta does not properly handle flow over orography. An-
other possibility is that the errors in stability associated
with the thickness errors (Figs. 4a–f) lead to amplitude
errors in the topographically forced waves.

5. Concluding discussion

In this paper, we reexamined the concept of field
significance and illustratively applied these results to
the NCEP Eta Model and an experimental version of
the Eta with the Kain–Fritsch convective parameteriza-
tion. We found that calculating field significance for
model output can allow both model developers and
forecasters to determine the statistical significance of
spatial bias errors in a model. Thus, the approach de-

veloped by Livezey and Chen (1983) has been extended
in a general way for spatial bias errors. In addition,
these statistics can also be used to compare two model
output fields to determine if they are significantly dif-
ferent from one another. Such an analysis could be used
to evaluate (a) whether the bias errors of an updated
model are statistically different (or improved) over a
previous version (section 4a), (b) whether the spatial
bias errors differ in a statistically significant way be-
tween seasons or between different model initialization
times (e.g., 0000 versus 1200 UTC; section 4b), (c)
whether two different models are statistically different
(sections 4c and 4d), or (d) a general characterization of
model error (section 4e).

A thorough understanding of spatial bias errors in
numerical model output can also help model develop-
ers and forecasters shed light on whether systematic
errors in the model are more likely related to errors in
the initial conditions or errors in the model formulation
(e.g., inadequate resolution or physical parameteriza-
tions).

Finally, although single numbers representing model
errors (e.g., rms error) are a useful tool for model veri-
fication and evaluation, such measures lack spatial in-

FIG. 7. Wind errors at 700 hPa for the 0000 UTC Eta based on total wind. Vectors represent error wind speed and direction while
shaded areas represent the total wind error. Wind errors possess 95% field significance. A 1 m s�1 reference vector appears in the
lower-right corner.
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formation. Such information can be useful to model
developers because different regions are affected more
by different physical processes. Spatial bias error infor-
mation may be useful to forecasters because, for what-
ever reason, errors may have both seasonal and spatial
variation. We reiterate here that these techniques need
not be limited to forecast guidance data on a regular
grid: the forecast data may be on any arbitrary grid
subject to a verification value at each grid point. As
shown in this paper, incorporating spatial bias errors
into model verification studies provides a different, ad-
ditional way to look at the model output. Forecasters
can adjust (perhaps manually, or through Interactive
Forecast Preparation System smart tools) forecasts
based on characteristic spatial bias errors in the models
and forecasts. Thus, spatial bias errors are a useful,
although underutilized, approach for model and fore-
cast verification studies.
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